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Professional Summary
· Experience as a Network Engineer working across enterprise and service provider environments. Skilled in routing, switching, SD-WAN, firewalls, load balancers, cloud networking, wireless, automation, and monitoring.
· Managed WAN technologies such as MPLS Layer 3 VPNs, DMVPN, and SD-WAN solutions (Cisco Viptela, Versa, Silver Peak). Implemented VRFs, IPsec encryption, and application-aware routing to provide scalable and resilient connectivity between branches and data centres.
· Administered firewalls across Palo Alto (PA-220, PA-3000, PA-5000, PA-7000), FortiGate 6000 series, and Check Point R80.40. Configured IPS, NAT, VPNs, SSL decryption, and integrated LDAP/AD policies to protect business-critical traffic.
· Configured and optimized routing protocols including BGP, OSPF, and EIGRP with redistribution, prefix lists, route maps, and communities. These changes improved traffic engineering, ensured stable convergence, and maintained inter-domain connectivity.
· Configured VLANs, inter-VLAN routing, trunking, and spanning tree protocols (STP, RSTP, MSTP). This ensured proper segmentation, redundancy, and a stable loop-free switching environment.
· Worked with Cisco ACI fabrics, APIC controllers, and Cisco SD-Access on Catalyst 9000 switches. Implemented application-centric policies, multi-site connectivity, and segmentation to support secure and scalable data centre operations.
· Configured security solutions including Cisco ISE with 802.1X, Zscaler Internet Access (ZIA) with SSL inspection, and Zscaler Private Access (ZPA) integrated with Okta SSO/MFA. These measures applied Zero Trust access, enforced identity-based policies, and improved compliance.
· Managed load balancing platforms such as F5 BIG-IP GTM for DNS/GSLB, BIG-IP APM for secure remote access with MFA, and Citrix NetScaler ADC for SSL offloading, app firewalling, and application delivery optimization.
· Implemented cloud networking and security solutions including AWS Direct Connect, Azure DDoS Protection, Google Cloud Load Balancing, and Google Cloud Firewall rules. These configurations improved application performance, resilience, and traffic control across multi-cloud environments.
· Automated network provisioning and patch management using Ansible, Python scripts, Meraki APIs, and Ansible Tower. Built Terraform modules integrated with CI/CD pipelines to ensure consistent deployments, reduce drift, and minimize manual errors.
· Installed and managed wireless infrastructure with Cisco Wi-Fi 6 APs (AP-535/555), Aruba APs, and Aruba Mobility Master with ClearPass. Used Aruba ARM, ClientMatch, and Ekahau surveys to optimize RF performance, validate coverage, and maintain seamless user connectivity.
· Integrated monitoring and IT service tools including SolarWinds (NetFlow, NCM, UDT), Splunk ITSI/ES, Splunk Phantom SOAR, FortiAnalyzer, Wireshark, and ServiceNow ITSM to centralize operations, enable proactive monitoring, and streamline incident management across enterprise networks.
· Enhanced visibility and performance across large-scale networks by integrating Splunk, SolarWinds, and ServiceNow with automated alert correlation, reducing mean time to resolution (MTTR) by 35%.
· Delivered secure, high-availability connectivity for hybrid and multi-cloud environments using AWS Direct Connect, Azure ExpressRoute, and GCP Interconnect, ensuring optimized routing and consistent application performance across enterprise workloads.
Certificates
· Cisco Certified Network Professional, CCNP.
· Cisco Certified Network Associate, CCNA.
· Palo Alto Certified Network Security Engineer, PCNSE.

Education
· Masters In Computer Sciences - Wright State University, Ohio
Technical Skills

	Firewalls
	Palo Alto Networks (PA-2K, PA-3K, PA-5K, PA-7K Series), Cisco (Firepower, ASA
 5500 Series), Fortinet (FortiGate 6000 Series), Symantec Blue Coat (Proxy SG), Check Point Firewalls.

	Switches
	Cisco Catalyst Series (9400, 9300, 9200, 8500, 8300, 8200), Cisco Nexus Series (9500, 9300, 3000, 5000, 7700 [7706, 7710, 7718]), Cisco Meraki Series (MS390, MS250-48P), Arista 7000 Series (Cloud-grade switches).

	Routers
	ASR 9000 Series (9006, 9010,920), Routers Catalyst 8300 and 8200 Series Edge Platforms, Juniper MX960, Arista 7800R Series, Cisco ISR 4000 Series, IR 809 and IR 1101.

	Protocols
	OSPF, EIGRP, BGP, STP, RSTP, VLANs, VTP, PAGP, LACP, MPLS, HSRP, VRRP, GLBP, TACACS+, RADIUS, AAA, SNMP, VPC, VDC.

	Wireless
	Cisco WLC, 802.11 a/b/g/n/ac/ax, 802.1X Authentication, EAP/PEAP, Aruba ClearPass, Ekahau, Cisco ISE, Air Magnet, AirWatch (VMware Workspace ONE), Aruba Central, Cisco DNA Spaces.

	Load Balancers
	F5 Networks (BIG-IP LTM, BIG-IP GTM), Citrix NetScaler ADC, Cisco (CSM, ACE), A10 Networks ADC, Azure Load Balancer (Cloud-native).

	Security Protocols
	IPSEC, SSL-VPN, ACL, NAT, IKE, PAT, URL Filtering, SSL Forward Proxy, Blocklists, VPN, Port-Security, SSH, AAA, Prefix-Lists, Zone-Based Firewalls, HIPAA Standards, Content Filtering, Load Balancing, IDS/IPS, SNMP Trap

	LAN Technologies
	Ethernet, Fast Ethernet, Gigabit Ethernet, 10 Gigabit Ethernet, 40 & 100 GBE, Port- channel, VLANs, VTP, STP, RSTP, MST, 802.1Q

	WAN Technologies
	MPLS, SD-WAN, PPP, OC3, SONET, L2VPN, L3VPN, VPLS.

	Cloud Technologies
	AWS (Transit Gateway, Direct Connect, Network Load Balancer), Microsoft Azure (Traffic Manager, DDoS Protection, Load Balancer), Zscaler (ZIA, ZPA), VMware (vSphere, NSX, ESX), Citrix ADC, Cisco ACI, and Cisco Nexus Cloud.

	Management Tools
	Wireshark, Splunk, SolarWinds (NPM, NCM, SAM), Cisco DNA Center, NetScout, Thousand Eyes, Nagios, Zabbix, Infoblox, Datadog, Grafana, Prometheus, PRTG Network Monitor.

	Operating Systems
	CAT IOS, IOS XE, XR, NX-OS, Junos, PANOS, F5 BIG-IP OS, Linux, Windows 


Professional Experience
Role: Network Engineer 	             Nov 2024 - Present 
Client: South Jersey Industries (SJI), Folsom, NJ.
Responsibilities:
· Configured Versa SD-WAN with integrated next-gen firewall and application-aware segmentation policies, isolating business-critical SCADA traffic from guest and corporate networks while maintaining centralized security visibility across all branch sites.
· Implemented Cisco SD‑WAN with ISR 1000 routers and vManage templates for 25+ utility branches, cutting rollout time by about 99.99% and making application routing more reliable and efficient.
· Migrated data center fabric from legacy spanning-tree to Cisco Nexus vPC architecture, eliminating broadcast storms and improving east-west traffic flow for virtualized workloads.
· Deployed Arista 7000-series switches with EOS and CloudVision Portal across the data center, standardizing configurations for 30+ switches and giving the ops team real-time visibility into device health and config drift.
· Implemented policy-based segmentation on Cisco Catalyst 9000 switches using SD-Access fabric and DNA Center, automating access control for different user groups and reducing manual VLAN/ACL provisioning effort.
· Troubleshot Juniper QFX EVPN-VXLAN fabric issues using logs and packet captures, resolving VTEP reachability problems and restoring east-west traffic flow within maintenance windows.
· Deployed and tuned Aruba Wi‑Fi 6 AP‑535/555 with ARM and ClientMatch, improving RF performance, raising throughput in busy areas, and giving users smooth, reliable roaming.
· Configured Aruba Mobility Master with ClearPass to centralize wireless control, apply consistent access policies, and make secure administration easier across the network.
· Ran Ekahau predictive and onsite RF surveys to deliver full Wi‑Fi 6 coverage across energy‑plant facilities, removing dead zones in control rooms and keeping operators connected.
· Deployed Palo Alto GlobalProtect VPN with always-on connectivity and split-tunnel policies, providing secure remote access for 1,500+ users while preserving local internet performance.
· Tuned Palo Alto security profiles on PAN-OS 9.x/10.x, including App-ID, User-ID, URL filtering, and WildFire, to tighten east-west and internet access control while keeping business-critical applications running smoothly.
· Implemented FortiGate 3000F in the data center with virtual domains (VDOMs) to create isolated security zones for production, development, and DMZ traffic.
· Deployed and managed Check Point R80.40 firewalls, configuring IPS, VPNs, and security rules to secure enterprise communications and provide reliable, encrypted remote access for users. 
· Maintained high availability for internet‑facing services using DNS and GSLB with BIND 9.x and F5 BIG‑IP DNS 16.x, cutting failover times during site outages and keeping remote users connected with over 99.9% uptime.
· Administered F5 BIG-IP APM to deliver SSO with MFA and device posture checks, strengthening user authentication for internal web apps and third-party SaaS without adding login friction.
· Configured Citrix NetScaler ADC for the SCADA web portal with SSL offload and application‑layer firewalling, easing load on backend servers and giving operators faster, more reliable logins during peak shifts.
· Configured Session Border Controllers and QoS policies for EMS and SCADA voice traffic, keeping latency under about 100 ms and maintaining clear communication between control centers and field engineers.
· Configured Cisco ISE 3.2 with 802.1X on Catalyst 9300 switches, enforcing identity‑based access so only authorized users and devices could connect to the network.
· Replaced legacy VPN access with Zscaler Private Access, using Zero Trust policies and Okta SSO with MFA to tighten security while making remote access simpler for users.
· Enabled SSL inspection in Zscaler Internet Access to see into encrypted TLS traffic, catch hidden malware, and enforce web security policies without noticeably slowing users down.
· Led multi-vendor network automation across Cisco, Juniper, Arista, and Meraki platforms using Ansible and standardized playbooks, cutting manual configuration work and preventing change-related errors in production.
· Built Python scripts with Netmiko and Paramiko to pull device inventories, automate bulk password rotations, and generate compliance reports, saving hours of manual CLI work each week.
· Integrated infrastructure-as-code validation using Terraform and Ansible in GitLab CI/CD, preventing misconfigurations from reaching production and giving security teams pre-deployment compliance checks.
· Built hybrid connectivity between on-prem data centers and AWS/Azure/GCP using Direct Connect, ExpressRoute, and Interconnect, delivering low-latency access for business apps.
· Integrated Azure DDoS Protection into hybrid network designs, keeping cloud-connected applications online during multiple volumetric attacks that would have otherwise taken services down.
· Configured VMware NSX Edge to handle north‑south routing, load balancing, and site‑to‑site VPNs in a virtualized data center, giving application teams more flexibility while tightening segmentation between tiers.
· Deployed Cisco Meraki wireless bridges to extend network connectivity across multiple buildings, eliminating the need for fiber runs and giving remote facilities reliable access to corporate resources.
· Improved network visibility and performance by using SolarWinds NetFlow Traffic Analyzer to watch bandwidth usage and spot traffic bottlenecks before they affected users.
· Deployed Splunk ITSI with Phantom SOAR to monitor services in real time and trigger automated playbooks, helping prevent outages and shorten investigation time during security incidents.
· Managed redundant Infoblox DNS/DHCP grids (NIOS 8.6) serving 5,000+ nodes across utility sites, maintaining stable name resolution so control systems and business applications stayed consistently reachable.
· Implemented with Cisco Layer 3 switches 4500, and 6500 in a multi-VLAN environment with the use of inter-VLAN routing, HSRP, ISL trunk, and ether channel.
· Tuned OSPF area design and timers across a multi-site campus network, cutting convergence time during link failures and keeping voice and critical apps stable during outages.
· Implemented EIGRP query boundaries and refined OSPF-to-EIGRP redistribution policies, eliminating routing loops and preventing slow convergence events that had impacted branch connectivity.
· Configured iBGP and eBGP peering on Cisco and Arista core routers, improving outbound path control and giving the team flexibility to steer traffic away from congested ISP links during peak hours.
· Resolved ServiceNow tickets for RSA two‑factor issues, Zscaler ZIA proxy whitelisting, URL categorization, PAC file changes, and Internet access exceptions, helping users restore secure connectivity and reducing escalation.
Role: Network Security Engineer                                                                                                                    Jan 2024- Oct 2024 Client: Intelsat, McLean, VA.                                                                                                                                                                     
Responsibilities:
· Configured SSL inspection on Palo Alto PA-5000 firewalls to decrypt and analyze outbound HTTPS traffic, catching malware and credential theft attempts that bypassed traditional perimeter controls.
· Implemented FortiGate NGFWs in HA clusters with web filtering, antivirus, and DLP, maintaining continuous availability for critical services and blocking malware more effectively across the network.
· Configured FortiGate 500E with SD-WAN and dual ISP links for automatic failover and load balancing, keeping business applications running smoothly during provider outages.
· Deployed Cisco Firepower 2130 firewalls replacing aging ASA 5500-X devices, migrating NAT and ACL policies while adding modern intrusion prevention and malware detection capabilities.
· Implemented Cisco Firepower Management Center (FMC) to orchestrate policies across 30+ Firepower devices, ensuring consistent security controls and simplified compliance auditing.
· Deployed Juniper SRX4600 firewalls with AppSecure for application-level control, blocking unauthorized file-sharing and streaming apps while keeping business-critical SaaS and ERP traffic flowing without interruption.
· Tuned F5 BIG-IP LTM pool health monitors and persistence profiles for critical web applications, cutting user-facing session timeouts during peak traffic by roughly 80% and improving application availability.
· Built custom iRules on F5 BIG-IP to enforce stricter SSL/TLS policies and redirect legacy traffic, hardening application security without breaking existing integrations.
· Implemented A10 Thunder TPS with custom mitigation templates and behavioural analysis, blocking DDoS traffic before it reached critical apps and preventing service disruption for thousands of users.
· Implemented Cisco Viptela SD-WAN with vManage, vSmart, and vBond using zero-touch provisioning ZTP, accelerating branch onboarding and centralizing policy control across multi-site operations.
· Configured application-aware WAN path steering on Silver Peak SD-WAN to prioritize real-time satellite telemetry and streaming payloads over MPLS and internet circuits, keeping mission-critical data flow smoothly.
· Deployed Silver Peak Unity Boost WAN optimization across 25+ remote sites, cutting bandwidth costs by about 70% and improving file-transfer and application response times for field operations.
· Configured QoS shaping and traffic prioritization for voice and video over MPLS and SD-WAN paths, keeping real-time application quality high during link congestion and reducing user complaints.
· Deployed Cisco ACI fabric with APIC controllers and spine/leaf topology for the primary data center, supporting 500+ VMs and multiple business units with secure micro-segmentation.
· Rolled out Cisco SD-Access fabric with DNA Center across headquarters and 15 branch sites, using policy-based segmentation and automated group assignment to tighten access control and simplify VLAN management.
· Implemented Blue Coat web proxies to control access to cloud storage and webmail, preventing sensitive data from being uploaded to unsanctioned sites and tightening DLP controls at the gateway.
· Configured Cisco ISE with RADIUS and TACACS+ integration to centralize AAA for all network infrastructure, reducing admin credential sprawl and simplifying privilege escalation audits.
· Deployed BlueCat DDI platform to consolidate DNS, DHCP, and IPAM services into a single fault-tolerant system, improving visibility into address utilization and speeding troubleshooting for connectivity issues.
· Implemented VoIP performance monitoring and call-quality analytics to catch jitter, packet loss, and latency issues early, cutting voice-related incidents by around 80%.
· Configured SIP trunks between CUCM and Cisco Expressway to enable mobile and remote access (MRA) for Jabber clients, allowing secure voice/video calling from outside the corporate network.
· Rolled out Wi-Fi 6E infrastructure with 6 GHz APs across corporate offices, giving users access to cleaner spectrum, reducing congestion in high-density conference rooms, and improving video-call quality.
· Managed Cisco DNA Center for wireless lifecycle operations, automating AP provisioning, RF optimization, and firmware upgrades across multi-site deployments to keep the network consistent and up-to-date.
· Conducted predictive and post-deployment RF surveys using Ekahau and NetAlly AirCheck, validating coverage targets, identifying interference sources, and tuning channel plans to meet SLA requirements.
· Deployed Aruba ClearPass with certificate-based EAP-TLS authentication for corporate devices, eliminating password-based wireless login and reducing credential-theft risk.
· Implemented AWS Direct Connect to support large-scale VM migration from on-prem to AWS, moving terabytes of data reliably and keeping cutover windows short with consistent, high-throughput private connections.
· Deployed Google Cloud Load Balancing with health checks and automatic failover across zones, so customer-facing APIs stayed online even when individual backend instances failed or underwent maintenance.
· Managed distributed Juniper EX and SRX devices with Juniper Sky Enterprise templates, standardizing security policies and VLAN configs across branches and reducing config drift and manual errors.
· Built Python and Ansible playbooks for Cisco ACI automation tied into Git and CI/CD workflows, so tenant/EPG changes could be tested, peer-reviewed, and deployed without manual APIC GUI clicks.
· Developed Ansible runbooks to support operational tasks such as onboarding new devices, modifying access lists, while automating post-change validation to confirm interface status, routing reachability.
· Built Terraform modules to automate customer edge router provisioning for ISP service delivery, standardizing BGP, VRF, and QoS configurations across hundreds of sites and cutting new circuit turn-up time.
· Deployed dynamic IPsec VPN with DMVPN on Cisco ISR 8000 routers, enabling scalable hub-and-spoke connectivity for branch offices without needing full-mesh tunnel configurations.
· Configured FlexVPN on Cisco ASR 1000 routers to modernize site-to-site encryption, improving interoperability with third-party endpoints and simplifying key management compared to legacy DMVPN.
· Configured VLANs, port security, trunking, and spanning-tree on Cisco Catalyst switches, maintaining network segmentation and blocking unauthorized devices.
· Optimized iBGP and eBGP route-reflector design on Juniper MX960 and Cisco ASR 9000 routers to stabilize global satellite teleport routing and cut convergence time to under 3 seconds.
· Deployed Meraki MS switches with centralized cloud management, VLANs, and link aggregation to simplify campus switching and reduce the need for on-site configuration changes.
· Integrated Splunk Enterprise Security 8.x with cloud service logs to close visibility gaps in hybrid environments, building event pipelines that cut mean time to detect threats across AWS and on‑prem infrastructure.
· Configured SolarWinds NPM with NetPath and PerfStack to monitor application performance end‑to‑end, giving the NOC team clear visibility into WAN latency, jitter, and packet loss affecting business‑critical apps.
· Implemented ServiceNow ITSM workflows for incident, problem, and change management, automating ticket routing and approvals so engineers spent less time on manual process and more on actual fixes.
Role: Network Support Engineer                                                                                                                      Mar 2019– Jul 2023
Client: Park Place Technology, India.
Responsibilities:
· Supported Cisco ISE operations by troubleshooting 802.1X authentication failures, RADIUS/TACACS+ integration issues, and endpoint connectivity problems for wired and wireless users across customer environments.
· Assisted with Cisco ACI fabric troubleshooting by validating endpoint group policies, contract configurations, and VXLAN connectivity between leaf switches under senior engineer supervision.
· Assisted with F5 BIG-IP LTM troubleshooting, including pool member health checks, persistence issues, and application reachability problems, maintaining uptime for customer-facing services.
· Troubleshot MPLS L3 VPN and DMVPN tunnel stability, routing reachability, and failover behavior between branch and data center sites, keeping WAN connectivity up for enterprise customers.
· Resolved Cisco AnyConnect VPN client connectivity issues including certificate problems, split-tunnel routing, and MFA authentication failures for remote users across multiple customer organizations.
· Supported wireless authentication issues on Cisco WLC and Aruba controllers by validating RADIUS server connectivity, certificate chains, and client supplicant configurations for 802.1X and guest access.
· Monitored and troubleshot Cisco SD-WAN (Viptela) environments by validating control/data plane connectivity, application path steering, and tunnel health, resolving customer-reported failover issues.
· Built simple Bash scripts to parse log files, extract relevant error patterns, and generate summary reports for trending analysis during troubleshooting sessions
· Supported AWS Direct Connect and Azure ExpressRoute connections by troubleshooting BGP peering, routing propagation, and bandwidth utilization issues between customer data centers and cloud resources.
· Configured and restored site-to-site IPsec VPN tunnels by resolving phase 1/phase 2 negotiation failures, encryption mismatches, and routing conflicts.
· Managed firewall rules, NAT policies, and security zones on Palo Alto, Cisco ASA, and Check Point platforms, working under senior guidance to implement changes and maintain security posture.
· Performed firewall HA validation and health checks for active-active and active-standby clusters, ensuring traffic continuity during maintenance windows and failure events.
· Performed network baselining and capacity planning support using Cisco Prime Infrastructure, helping customers identify upgrade needs before bandwidth exhaustion impacted applications.
· Supported a wide range of Cisco routing and switching platforms by troubleshooting Layer 2 and Layer 3 connectivity issues, analyzing logs and interface statistics, and restoring network services during incidents.
· Resolved L2/L3 connectivity issues across enterprise customer sites by troubleshooting VLANs, trunking, inter-VLAN routing, and spanning-tree loops, maintaining stable operations for 50+ locations.
· Supported routing protocol operations including OSPF, EIGRP, and BGP by resolving neighbor adjacencies, route advertisement problems, and redistribution issues during incidents and maintenance windows. 
· Monitored network performance using SolarWinds, NetFlow, and SNMP tools, identifying bandwidth utilization spikes, interface errors, and latency issues affecting business applications.
· Integrated Syslog and SNMP alerts into Splunk ITSI dashboards to enable real-time monitoring and faster incident triage during network outages. 
· Used Wireshark and CLI debugs to isolate packet loss, retransmissions, asymmetric routing, and MTU issues, working through protocol-level problems to restore application connectivity.
· Handled ServiceNow tickets daily, documenting troubleshooting steps and RCA notes to build knowledge articles and reduce repeat incidents across the support team.
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